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Chapter 1

Autoregulation of bursting of AVP
neurones of the rat hypothalamus

Peter Roper1, Colin H. Brown2, Charles W. Bourque3,
and William E. Armstrong4

1.1 Introduction

Arginine vasopressin (AVP) is the hormone that controls both blood os-
molality and pressure, and it is secreted directly into the blood by certain
neurones of the neuroendocrine system. In contrast to most other CNS
neurones these cells do not release neurotransmitter5 from their terminals
at a synapse, but rather secrete AVP into the blood system, via exocy-
tosis, in response to invasion of the nerve terminal by incident action po-
tentials (spikes). In the absence of appropriate physiological stimuli, such
as dehydration or a sudden drop in blood pressure, the basal secretion is
low but is sufficient to maintain homeostasis. To effect this level of re-
lease the neurones emit a slow (<1.5Hz), Poisson distributed spike train.
However the autonomic nervous system defends aggressively homeostasis
of both blood pressure and osmolality, and a swift increase in secretion
of the hormone occurs during dehydration, during haemorrhage and dur-
ing carotid occlusion. Under such stimuli the cells start to fire lengthy
(>20s), repeating bursts of action potentials which are separated by equally
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lengthy silent periods [WPB78]. Mean firing rates during bursts can attain
∼10Hz which significantly elevates the secretion rate, while the long peri-
ods of quiescence presumably allow the cells to recover and rebuild their
readily-releasable stores of the peptide. In fact these protracted bursts
and silences are the most efficient mode of firing for release from AVP
nerve terminals [Bic88]. There are more than 6000 AVP cells in the brain
and since the entire population fires asynchronously, the total amount of
peptide secreted into the blood increases smoothly with increasing stress.
Phasic activity persists in in vitro preparations, as shown in Figure 1.1,
although there do appear to be subtle differences between in vivo and in
vitro activity [SBLL04]. In vitro bursting can be evoked by either varying
the osmolality of the perfusing media, or by direct depolarization [Mas80;
AD83].
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Fig. 1.1 Slow-irregular and phasic discharge in vitro in a hypothalamic slice prepara-
tion, cf. figure 1 of [PBW88]. See [RCS+03; RCA04] for a description of experimental
protocols. Mean firing rates are computed by averaging over a 300 second spike train
divided into consecutive 1 second epochs. Slow irregular activity is the discharge pattern
seen in vivo under basal conditions and is characterized by a Poissonian (variance/mean
� 1) distribution of firing rates with a skewed distribution. Phasic bursting occurs in
AVP cells in vivo during times of stress, such as dehydration or haemorrhage, and
is associated with a bimodal distribution of firing rates with a high (typically ∼ 2.5)
variance-to-mean ratio [PBW88].
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AVP is not the sole peptide released from these cells, but it is both
copackaged and co-released with several other substances in the secretory
vesicles, the most notable of which is the opioid peptide dynorphin. When
released into the pituitary gland, dynorphin diffuses and acts on κ-opioid
receptors on the terminals of neighbouring oxytocin (OT) cells to inhibit
the secretion of their hormone [BGR88; SLRDMK90] by blocking calcium
influx into the terminal [RGSM97], as shown in Figure 1.2. Thus dynorphin
is thought to act in the neurohypophysis as a paracrine neuromodulating
agent.
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Fig. 1.2 Paracrine actions of dynorphin in the pituitary gland. The opioid peptide
dynorphin is secreted from terminals of AVP cells in the neurohypophysis. It can diffuse
and act via κ-opioid receptors on terminals of neighbouring oxytocin-secreting neurones

to block calcium influx and so inhibit release of OT.

Release of both AVP and dynorphin occurs also within the hypotha-
lamus via dense-core granule (DCG) exocytosis from the somato-dendritic
region of AVP cells. However here both the range of action and the modu-
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latory roles of both peptides differ from their counterparts in the neurohy-
pophysis. AVP cells express both V1a and V2 AVP autoreceptors, and these
both increase calcium influx through voltage gated channels [DSW00] when
activated, and furthermore activation of the former also reduces the am-
plitude of incident excitatory synaptic potentials [KMHP00]. AVP diffuses
widely within the nuclei before enzymatic degradation and so its release
can affect both the secreting cell and also its neighbours. In contrast the
diffusion of dynorphin is strongly constrained by the action of endopepti-
dases and so its influence is restricted to a small region around the site
of secretion. Thus in the hypothalamus, AVP can be both an autocrine
and a paracrine agent whilst dynorphin tends to act preferentially as an
autocrine modulator. A further level of autoregulatory complexity is that
the secretory vesicles also contain dynorphin sensitive κ-opioid receptors
which are inserted into the cell membrane during exocytosis and thus can
amplify the effects of the secreted opioid in a stimulus dependent manner
[SRL+99].
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Fig. 1.3 Autocrine actions of dynorphin in the hypothalamus. Dynorphin is released
by dense-core granule exocytosis from the somato-dendritic region of AVP neurones in
the hypothalamus. It acts on κ-autoreceptors on the secreting cell to modulate the cell’s
own electrical activity. Its diffusion is restricted by the action of endo-peptidases, and
so it tends to act in an autocrine rather than a paracrine fashion.

In this chapter we will concentrate specifically on the autocrine action of
dynorphin in the supraoptic nucleus, and show how it is a key modulator of
phasic bursting. Our mathematical model is based solely on in vitro data,
but we discuss how our findings may extrapolate to in vivo preparations. A
complete elucidation of the mathematical model can be found in [RCS+03;
RCA04], and our experimental protocols are discussed fully in [RCS+03;
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RCA04; BB04].

1.2 Electrical Properties of AVP cells

AVP cells in vitro have a resting potential close to −65mV and fire action
potentials that typically reach +40mV and have a half-width of ∼1.2ms
[AS97]. Spike repolarization transiently overshoots rest and merges into
a brief hyperpolarization, the hyperpolarizing afterpotential (HAP), which
decays mono-exponentially with τHAP ∼17.5ms and hyperpolarizes the cell
by ∼7.4mV [BRR85]. A single spike briefly elevates intracellular calcium,
probably via influx through high-voltage gated calcium channels, and the
transient subsequently decays slowly. Calcium clearance after short trains
of spikes follows a single exponential with time constant τCa = 2.33s and
decays toward a rest state of Cr ≡ [Ca2+]rest ∼ 113nM [RCS+03].

Single, isolated, spikes in vitro are succeeded by a small, lengthy tran-
sient depolarization of the membrane potential, known as the depolarizing
after-potential (DAP) and shown in Figure 1.4(i)(c). The DAP is both
calcium- and voltage-dependent, lasts for up to 6 seconds, raises the mem-
brane potential by ∼3mV and its decay tracks that of [Ca2+]i, as shown
in Figure 1.4(ii). It is thought to be caused by the temporary, calcium-
mediated inhibition of a persistent potassium channel, IK,leak, that oth-
erwise contributes to maintenance of the resting potential (but see also
[GLB02]). The DAPs that follow two or more closely spaced spikes sum to
a much larger afterpotential and the resulting depolarization can take the
cell above spike threshold.

Trains of evoked spikes also activate a long-lasting hyperpolarization of
the membrane potential, the AHP shown in Figure 1.4b [AD84b; BRR85;
AST94; KB96]. The AHP decays with a single time constant (400−500ms)
[AST94; TA02], is abolished by removal of calcium, and is markedly abbre-
viated by apamin [BB87; AST94; KB96; Kir97], although it is not entirely
abolished [GLB04]. During a train of spikes the AHP becomes manifest as a
progressive increase in the inter-spike interval, and this is termed spike fre-
quency adaptation (SFA). The AHP and the DAP overlap in time, but since
the former activates more quickly than does the latter, it can overwhelm
the DAP and cause an initial net hyperpolarization of the membrane. How-
ever since the AHP then decays more quickly, the more protracted DAP
can appear when the AHP is attenuated.
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Fig. 1.4 (i) Spike after-potentials in AVP MNCs: (a) The hyperpolarizing after-
potential (HAP) follows each spike and typically hyperpolarizes the cell by ∼ 7.5mV
and lasts for 25–125ms. (b) An after-hyperpolarizing potential (AHP) follows each spike
train. It decays mono-exponentially with τ ∼ 500 ms and has a maximum amplitude
∼12.5mV. (c) The depolarizing after-potential (DAP) succeeds the HAP. DAPs can last
for several seconds and a single DAP can depolarize the cell by ∼3mV. Note that the
spike has been truncated for clarity. The traces are taken from whole cell (a, b) and
sharp electrode (c) recordings in the slice and explant respectively. (ii) The dependency
of the DAP on intracellular calcium: (a) An average of 15 DAPs from different neurones
evoked with 3 spikes at 20 Hz. The baseline membrane potential was offset to be near
−50mV for all cells to reduce DAP amplitude variability and obtain a smooth decay.
The decay was fit to a single exponential of 1.851, as shown by the dashed line. (b):
The average somatic calcium response for the 15 DAPs. Each response was normalized
to its peak. This curve was fit with a double exponential with a fast time constant of
0.165s and a slow time constant of 1.683s, the latter is shown by the dashed line. The
vertical lines show the region of this curve (i.e. 1 ≤ t ≤ 6s) matching the DAP decay
shown in the left panel. (c): The decay of the averaged DAP is plotted against the
average Ca2+ decay. For calcium, values were converted to nM using the average peak
value (41 nM) in order to appreciate the relationship between elevations in bulk calcium
and the activation of the DAP. The linear fit to these responses is shown by the dashed
line. Figures modified from [RCS+03].
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1.3 Mathematical model

We have developed a mathematical model for the electrical activity of AVP
neurones in vitro that is based on a set of Hodgkin-Huxley equations, and
whose parameters are derived from experimental data. The full model
and parameter set can be found in [RCS+03], but briefly it comprises a
set of five currents that give rise to individual action potentials (Ispike ≡
INa + ICa + IK + IA + Ic), a calcium-dependent potassium AHP current
IAHP , and a leak current Ileak = Gleak(V −Eleak) that sets both the resting
potential and the membrane time constant

dV

dt
= − 1

C (INa + ICa + IK + IA + Ic + IAHP + Ileak + Iapp) (1.1)

≡ − 1
C (Ispike + IAHP + Ileak + Iapp) (1.2)

The specific capacitance is C = 1µF cm−2, and Iapp denotes the effects of
any external applied current.

The active currents, (Ispike and IAHP ) have the usual Hodgkin-Huxley
form (for inactivating and non-inactivating currents respectively):

Iγ = gγmαhβ(V − Eγ) or Iγ = gγmα(V − Eγ) (1.3)

and their corresponding activation (e.g. m(t)) or inactivation (h(t)) function
x(t) evolves to its equilibrium state x∞ with time constant τx, according
to

d
dt

x(t) =
x∞ − x(t)

τx
(1.4)

Full discussion of the spiking currents can be found in [RCS+03] and their
specifics will not be considered in detail here. If the leak current has a con-
stant conductance (Gleak = const), then Equation (1.2) has a steady state
when the applied current, Iapp, is zero, but passes through a saddle-node
bifurcation to repetitive spiking when Iapp is increased beyond some thresh-
old, Ithresh [RS02]. For Iapp < Ithresh the stable rest-state is excitable, and
single action potentials can be elicited by transient supra-threshold stimu-
lation. The bifurcation is characterized by a switch to repetitive firing with
a frequency, ν, that increases with distance above threshold.

Equation (1.2) does not exhibit bistability (cf. the Morris-Lecar model
presented in [RE98]) and if the bifurcation is approached from above, by
reducing Iapp below Ithresh, then the system reverts again to its steady
state.

The neurone is considered to be isopotential and is treated as a sin-
gle point, and since bulk calcium is well mixed throughout the cell it is
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described by a single scalar variable, Ci ≡ [Ca2+]i, which obeys

d
dt

Ci = −αICa − 1
τCa

(Ci − Cr) (1.5)

In addition the two calcium sensitive K+ -currents, Ic and IAHP are
each activated by distinct calcium microdomains, [Ca2+]ci and [Ca2+]AHP

i

respectively, which again are scalar variables and evolve independently of
[Ca2+]i, but for simplicity their dynamics will not be considered here.

We model the current that gives rise to the apamin-sensitive AHP as a
non-inactivating K+ -current which depends solely on the calcium concen-
tration (CSK ≡ [Ca2+]AHP

i ) in a small domain around the mouth of the
channel

IAHP = GAHP q2
∞(V − EK) (1.6)

where the activation, q∞(CSK), is given by the Boltzman function [RCS+03]

q∞(CSK) =
(

1 + exp
[
−1.120 − 2.508 log

(
CSK − Cr

1000

)])−1

(1.7)

We assume that the current activates instantaneously since calcium dy-
namics are already slow, and so the AHP decays sharply once activity has
ceased, typically within 30ms of cessation of the spike train [GMRB98].
More recent evidence [GLB04] has shown that the AHP has a second,
slower, apamin-insensitive component, termed the sAHP. This afterpoten-
tial is also mediated by a K+ current, but needs many more spikes to fully
activate. We have not yet incorporated this current into our model.

The DAP is modelled by dividing the leak current into separate sodium
and potassium components (Ileak = INa,leak + IK,leak), and while the
sodium leak current is constant,

INa,leak = GNa,leak(V − ENa) (1.8)

we let the conductance of IK,leak depend on both [Ca2+]i and voltage ac-
cording to

IK,leak = GK,leak(1 − R)(V − EK) (1.9)

where GK,leak is the maximum conductance of the current and EK =
−90mV is the K+ reversal potential.

Although (1 − R) describes the modulation of a K+ -leak conductance,
it is simpler to think of R as being an activation function for the DAP. It is
made up of a calcium- (a(Ci)) and a voltage-sensitive (b∞(V )) component

R(Ci, V ) = λ − Γa(Ci)b∞(V ) (1.10)
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where λ and Γ are constants to account for the possibility that IK,leak can
only be partially inhibited. b∞ activates instantaneously, while a decays
exponentially, with time-constant τa = 75ms, according to Equation (1.4).
a∞ and b∞ are given by

a∞(Ci) = tanh
(

Ci − Cr

ka

)
and b∞(V ) =

[
1 + exp

(
−V + Vb

kb

)]−1

(1.11)
and the steady state R∞ is shown in Figure 1.5.
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Fig. 1.5 Putative steady-state voltage- and calcium-dependent modulation of the potas-
sium leak current, IK,leak, or equivalently the fractional activation of the depolarizing
afterpotential. See Equations (1.10) and (1.11) (reproduced from [RCS+03]).

Thus the calcium that enters the cell during an action potential in-
creases R which partially inactivates IK,leak and so momentarily depolar-
izes the cell. After the spike, calcium starts to clear, R slowly resets and
IK,leak returns to its rest state. This sequence of events is manifest as a
transient depolarization of the membrane, and underlies the depolarizing
after-potential.

Note that a∞, and hence so too R∞, can go negative if [Ca2+]i is brought
below rest (Ci < Cr), and so IK,leak can be both up- and down-regulated
by intracellular calcium.

1.4 Firing patterns

During the basal (ν <1.5Hz) firing pattern, and in the absence of stimula-
tion, in vitro cells lie subthreshold for spiking and single action potentials
may be evoked when spike threshold is crossed by transient synaptic in-
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put. The cells depolarize during stimulation and this progressively increases
their firing rate. If the mean firing rate exceeds ∼1.5Hz, then the DAPs
that follow two or more closely spaced spikes can sum to a much larger
afterpotential and the resulting depolarization can take the cell above spike
threshold (but see also [BLL04a]), as shown in Figure 1.6(i), and this boot-
strapping also occurs in the model Figure 1.6(ii). The consequent action
potential then brings in more calcium, this in turn elicits another DAP
which keeps the cell above threshold and the process then repeats. This
spike-dependent, positive-feedback appears as a sustained plateau poten-
tial which supports repetitive spiking, and which typically persists for ∼20s
before abruptly collapsing [AD83]. In the model, the DAP and the plateau
potential are thus both incarnations of the inhibition of the K+ -leak cur-
rent, however to be consistent with the literature we refer to sub-threshold
depolarizations as DAPs and supra-threshold potentials as plateaus.

The transition from Poisson distributed, slow-irregular firing to repeated
phasic bursting can be replicated in vitro by direct depolarization. Further-
more, if two or three action potentials are evoked concurrently during slow-
irregular firing then the resulting summed DAP can elicit a single burst, as
shown in both Figure 1.6 and Figure 1.9. However such evoked bursts tend
not to repeat and the cell instead returns to slow-irregular firing once the
burst has ended.

1.5 Burst structure

To elucidate the mechanism that drives phasic activity we first consider
the progression of a single, evoked burst in a cell that is otherwise not fir-
ing phasically. Such bursts can be triggered, both in vivo and in vitro, by
antidromic stimulation; by brief spike trains triggered by short depolariz-
ing pulses; and also by clusters of excitatory synaptic events. Although
the present model includes neither synaptic input nor a mechanism for an-
tidromic activation, current pulses can be injected by choosing a suitable
protocol for the applied current, Iapp.

Since the burst continues for many seconds beyond the end of the stim-
ulus, it must be driven by a mechanism that is intrinsic to the cell. An
example of burst initiation in vitro by consecutively evoked spikes is shown
in the lower panel of Figure 1.6(i) and it is clear that if the summed DAP
is large enough then it can steadily depolarize the cell until it crosses spike
threshold and starts to fire repetitively. However if the DAP does not
reach threshold then it decays and the cell returns to rest. Sub- and supra-
threshold DAP summation is reproduced by the model, as shown in Figure
1.6(ii).
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Fig. 1.6 (i) Experimental and (ii) model sub- and supra-threshold depolarizing after-
potentials (DAPs). Data taken from a whole cell recording from the SON of a hypotha-
lamic slice, spikes evoked with a 5ms depolarizing pulse and have been truncated for
clarity. Upper panels: two spikes are followed by a DAP that is sub-threshold for firing.
The decay of the DAP tracks that of intracellular calcium and returns to rest with a time
constant of τ ∼ 1.85s−1 (recall Figure 1.4(i) and see [RCS+03]). Lower panels: DAP
summation and the initiation of phasic activity: the stimulation protocol elicits three
spikes and the resulting summed DAP crosses spike threshold. The consequent action
potentials further raise intracellular calcium, which in turn maintains the suppression of
IK,leak and so supports a regenerative plateau potential. This plateau then persists, and
continues to support repetitive spiking, until it is inactivated by dynorphin, as discussed
in Section 1.7.

The firing rate within a burst, both in vivo and in vitro, shows strong
spike frequency adaptation (SFA) [PBW88; KB96], and following an initial
rapid acceleration to ∼30Hz the firing gradually slows over the first couple
of seconds to ∼10Hz [AD84a] and then remains steady until the end of the
burst (but see section 1.7), as shown in Figure 1.7(i). The firing rate does
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Fig. 1.7 Instantaneous firing rate (quantified by the reciprocal of the interspike inter-
val) versus time for (i) in vitro experimental recording and (ii) model, cf. figure 11 of
[PBW88]. Note that the rate first rises rapidly to a peak, and then slowly adapts to
∼10Hz as the apamin sensitive AHP becomes slowly activated. Firing then remains
steady until the burst abruptly terminates. Figure modified from [RCA04].

decrease further during the final few spikes of the burst (see Figure 1.8),
but termination is otherwise abrupt [Dyb88] and is not correlated with any
further adaptation.

The initial spike-frequency adaptation can be abolished by application
of 50–300nM apamin [BB87; KB96] so that the firing frequency remains
high (∼30Hz) throughout the burst, and thus SFA is due to the progressive
activation of the apamin sensitive AHP current (IAHP ) [AD84b; BB87].
Such a scenario for spike frequency adaptation also occurs in the model,
as shown in the lower panel of Figure 1.7(ii). However, in contrast to the
Plant model for Aplysia R15 [PK75], apamin block in vitro decreases, rather
than increases, the burst length [KB96]. Furthermore the time-course of
spike frequency adaptation indicates IAHP is strongly activated early, rather
than late, in the burst. Thus since [Ca2+]i also attains its plateau early
(see Section 1.6 and Figure 1.9) and does not precipitously rise during the
latter stages of the burst, the primary role of IAHP is likely to be the control
of the firing rate within the burst and it is unlikely to contribute to burst
termination.

The end of the burst is characterized by a brief slowing down of the
firing rate over the final few spikes, and once spiking has ceased the plateau
lingers transiently as a post-burst DAP before collapsing completely. Af-
ter the active phase the cell falls quiet for another 20s or so, although it
can emit occasional spikes during this time. During this silent period, the
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Fig. 1.8 Burst termination and the inter-burst period: (ii) whole cell electrode recording
from the SON of a hypothalamic slice, and (ii) model. Note that the firing frequency
remains steady until the end of the burst. The final spikes are succeeded first by a
post-burst DAP, which in turn is followed by a lengthy, slow depolarization (SD). The
experimental trace has been low-pass filtered to remove membrane noise and to make
the general trend more evident. Spikes have been trimmed for clarity. (Reproduced from
[RCA04].

membrane potential steadily depolarizes until it comes close to, or crosses,
spike threshold, and the process can then repeat. Burst termination, the
transient persistence of the plateau and the subsequent slow depolarization
are shown in Figure 1.8.

1.6 The role of calcium

AVP cells do not prominently express low-voltage gated calcium channels
[FA96] (but see also [FB95]), and so calcium only enters the cell during an
action potential, and there is no sub-threshold influx [RCS+03]. In conse-
quence [Ca2+]i increases only during activity and decays to its rest state
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([Ca2+]rest � 113nM) when the cell is silent. Figure 1.9(i) shows simulta-
neous whole-cell recording and calcium imaging of two evoked bursts, each
of which is initiated by the summation of three DAPs. The upper trace in
each figure plots the calcium concentration at three different locations in
each cell. Throughout the cell [Ca2+]i initially rises as the burst develops,
but long before termination it reaches an elevated steady-state that is typi-
cally >200nM above rest. The calcium concentration subsequently remains
close to this steady-state for the remainder of the burst, and only decays
when firing ceases. In the model, shown in Figure 1.9(ii), the elevated cal-
cium plateau arises when influx is balanced by clearance, and is typically
>150nM supra-threshold for the full activation of the DAP. The heightened
calcium concentration during the burst thus saturates the suppression of
IK,leak and so sustains the regenerative voltage plateau for the duration of
the whole active phase.

Unusually, here calcium is an agent of excitation. In other cells, e.g.
Aplysia R15 bursting pacemaker cells [PK75], Ca2+ more typically mediates
inhibition by activating a Ca2+ sensitive K+ -current, whereas in AVP cells
calcium excites by inactivating a Ca2+ sensitive K+ -current.

1.7 The action of dynorphin

Dynorphin and κ-opioid receptors (for which dynorphin is the endogenous
ligand) are both co-localised in AVP DCGs [SRL+00]. The opioid is stored
in a Zn2+ crystalline lattice, and whilst in the granules dynorphin is pre-
vented from binding to its receptor by a high pH. These granules are found
extra-synaptically throughout the somata and dendrites of MNCs [PM89],
and undergo exocytosis at the cell wall in response to Ca2+ influx through
high-voltage-activated calcium channels [SGSM04]. Thus, somato-dendritic
exocytosis of AVP is associated with electrical activity and is accompanied
by high local concentrations of dynorphin over a region of cell membrane
that contains newly exposed κ-opioid receptors, as shown in Figure 1.10.

When dynorphin, or its agonist, is applied exogenously in vitro, the am-
plitude of the DAP becomes reduced [BB04], as shown in Figure 1.11 and
AVP cell firing is inhibited [IIYY90]. In contrast κ-opioid receptor antago-
nists increase DAP amplitude and prolong spontaneous and evoked bursts
[BB04], while oxytocin and vasopressin antagonists have no significant ef-
fect. Furthermore, since dynorphin may also activate µ-opioid receptors,
as well as κ-opioid receptors, we tested a µ-opioid receptor antagonist and
found no significant effect. Thus activation of κ-receptors by endogenous
dynorphin must both restrain burst duration, and also cause the activity
dependent reduction in DAP amplitude. Furthermore, the releasable store
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Fig. 1.9 (i) Simultaneous whole-cell recording and calcium imaging of evoked bursts in
vitro, and (ii) model of evoked burst with corresponding calcium concentration. Note
that calcium initially rises rapidly until it approaches a steady state and then decays
once electrical activity has ceased. The upper trace in each experimental figure plots the
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position is: (1) dashed line, (2) bold line and (3) greyscale. Reproduced from [RCA04].



February 11, 2005 17:23 WSPC/Book Trim Size for 9in x 6in Roper-Chapter

16

Fig. 1.10 Secretion, binding and clearance of dynorphin and κ-opioid receptors. (i)
Dense-core granule (DCG) fuses to cell membrane and spills dynorphin into the extra-
cellular space. The DCG membrane also carries κ-opioid receptors [SRL+99] and so

fusion of the granule also upregulates the receptor. (ii) Extracellular dynorphin binds to

the κ-opioid receptor, and the bound complex begins to signal. (iii) The bound complex
is internalized, dephosphorylated, and ceases signalling (reproduced from [RCA04]).

of DCGs can be depleted with α-latrotoxin, and this also causes an increase
in the DAP amplitude and a lengthening of burst duration. Prior appli-
cation of a κ-opioid receptor antagonist prevents the inhibitory effect of
α-latrotoxin on DAP amplitude [BB04], and hence endogenous dynorphin
inhibition of DAPs must be mediated by DCG release.

This role of dynorphin appears to be maintained in vivo, and the most
potent effect of κ-opioid receptor antagonists on AVP cells in anaesthetized
rats is also a lengthening of burst duration [BLL98], which is similar to that
which occurs in vitro.

κ-Opioid receptor antagonists also slightly increase AVP cell firing rate
within bursts by ∼1 Hz [BLL98]. However, this increase is not uniform
across bursts; rather it is absent at the onset of the burst and emerges
as each burst progresses [BLL04b]. Thus the inhibitory influence of en-
dogenous dynorphin increases throughout the active phase in an activity
dependent manner, and must be removed during the silent phase of the
burst and prior to the onset of the subsequent burst. Resetting of the
effect of dynorphin probably has two components: the first is that each
bound dynorphin–κ-opioid receptor complex becomes internalized and de-
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Fig. 1.11 Endogenous κ-opioids inhibit DAPs: A, paired DAPs evoked 4 seconds be-
fore (black) and 4 seconds after (grey) a 25-spike train in the presence and absence of
receptor antagonists. B, mean DAP inhibition by a 25-spike train before (Pre-drug)
and during superfusion (Drug) of the AVP/oxytocin antagonist, Manning Compound
(MC; 10µM), the µ-opioid receptor antagonist, D-Phe-Cys-Tyr-D-Trp-Orn-Thr-Pen-

Thr amide (CTOP; 1µM), or the κ-opioid receptor antagonist, nor-binaltorphimine
(BNI; 1µM). ∗∗∗P < 0.001 versus pre-drug, paired t test. C, DAPs that each follow
an 8-spike train evoked in a 12.25s cycle before and during dynorphin (1µM) and BNI
(1µM) superfusion. D, time course of the opioid effects in C. E, mean DAP amplitude.
∗∗ P < 0.01 versus pre-drug and †† P < 0.01 and †††P < 0.001 versus DYN, Student-
Neuman-Keuls tests (see [BB04] for details of our statistical analysis). Reproduced from
[BB04].
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Fig. 1.12 Inhibition of autocrine κ-opioid actions prolongs spontaneous phasic bursts:
A, spontaneous bursts of activity (spikes truncated) before (black) and during 1µM BNI
superfusion, aligned at onset. BNI delayed plateau potential inhibition after 5 min (dark
grey) and induced continuous activity after 20 min (pale grey). B, MNC spontaneous
firing rate before and during BNI superfusion. BNI progressively increased the active
period duration, eventually leading to continuous activity. The final period of activ-
ity shown was terminated by hyperpolarizing current injection (see C). C, membrane
potential of a spontaneously phasic MNC (top trace) before (left) and during (right)
superfusion of 1µM BNI. Before application of BNI, phasic activity was initiated by
reducing the hyperpolarizing current injection to −66pA (bottom trace). All three Pre-
BNI bursts terminated spontaneously without further manipulation of the hyperpolar-
izing current injection. In the presence of BNI, activity started spontaneously when
the hyperpolarizing current injection was at −56pA. By contrast to activity before BNI
application, in the presence of BNI activity did not spontaneously terminate; the first
period of activity was terminated by increasing the hyperpolarizing current injection
to −64pA. The MNC subsequently re-started firing without further adjustment of the
hyperpolarizing current injection but again did not spontaneously terminate firing. In-
creasing the hyperpolarizing current injection to −76pA failed to terminate the second
period of firing but a further increase to −90pA successfully terminated firing. Thus,
during blockade of κ-opioid receptors, the MNC could spontaneously initiate activity but

could not spontaneously terminate firing (as seen in 2 of 6 MNCs tested). Reproduced

from [BB04].
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phosphorylated, and then ceases signalling; and secondly free extracellular
dynorphin is rapidly degraded by peptidases in the brain. In fact protection
of endogenous dynorphin from peptidase degradation enhances the inhibi-
tion of the DAP, and so the autocrine actions of dynorphin are limited by
these enzymes [BB04].

Furthermore, since the activity of adjacent AVP cells is asynchronous
and dynorphin inhibition is absent at the onset of bursts, we can also infer
that somato-dendritic release of dynorphin acts only in an autocrine, rather
than paracrine fashion under basal conditions. It would therefore seem
likely that extracellular peptidases might also act as an effective barrier to
the paracrine actions of dynorphin and so inhibit synchronization of activity
between AVP MNCs, and maintain a smooth secretion of the peptide, from
the whole population, into the blood.

1.8 The bursting mechanism

Although dynorphin clearly plays a role in ending a burst, the actual mech-
anism of termination has not yet been established. It does appear that the
plateau potential progressively inactivates, and that this occurs in such a
way that it eventually becomes unable to sustain firing and consequently
collapses [AD84b; BR91]. In addition, the successive generation of DAPs
on a time-scale of several seconds significantly reduces their amplitude
[BKJ98], as shown in Figure 1.13, and their subsequent recovery is slow
(τ = 4.7s) [BB04]. It is known that such activity-dependent inhibition
can be caused by the autocrine action of dynorphin [BGLLB99], and is
prevented when dynorphin antagonists are applied (see Figure 1.13), how-
ever it is still not clear how dynorphin exerts its effects on the membrane
potential.

In order to keep the DAP plateau active and the cell in a repetitive
firing regime, [Ca2+]i needs must be maintained above the threshold for in-
hibiting IK,leak. Therefore either [Ca2+]i must be brought sub-threshold or
the threshold must be raised for the burst to terminate. Since the calcium
concentration varies little during the latter stages of the burst, see Figure
1.9, we previously inferred [RCA04] that termination is caused by an ele-
vation of the threshold for triggering a calcium-dependent, self-sustaining
plateau. We call this threshold, or separatrix, the DAP threshold and we
model its desensitization by progressively decreasing the sensitivity of the
DAP to calcium. We therefore propose that dynorphin acts to desensitize
IK,leak by shifting the half-activation of R to higher calcium concentrations
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Fig. 1.13 Top: Consecutive DAPs evoked by depolarizing current injection to elicit
spike trains, each of which comprised the same number of spikes. DAPs were repeatedly
evoked every 12.25 seconds and show a progressive decrease in amplitude. Bottom: Mean
DAP amplitude over the course of 8 consecutive trials where DAPs were evoked 12.25s
apart before (left) and during (right) BNI superfusion, showing that the progressive
reduction of the DAP amplitude is caused by the endogenous activation of κ-opioid
receptors.

(see Figure 1.15). Thus Equation (1.11) becomes

a∞(Ci) = tanh
(

Ci − Cr − φD

kp

)
(1.12)

where φ = 20nM is a scaling factor chosen to fit to data. D is a dimension-
less variable that represents the indirect effect of dynorphin on the K+ -leak
current, and hence on the activation of the DAP, and as such quantifies the
transduction of the bound dynorphin/κ-opioid receptor complex. There-
fore, although D is related to the extra-cellular concentration of dynorphin,
the two are distinct.

We assume that D increases in some manner when the cell is active,
and decreases when the cell is silent. If the half-activation shifts slowly
as D increases, then IK,leak remains saturated and the firing rate remains
steady until the DAP threshold approaches the calcium plateau. As this
happens, IK,leak begins to reactivate, and this in turn reduces the plateau,
which causes the firing rate to slow as the set of spiking currents (Ispike)
approaches its saddle-node. Once the DAP threshold is brought above
the calcium plateau, the de-sensitized DAP becomes unable to support
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Fig. 1.14 Activity-dependent inhibition of DAPs. A, DAPs (averages of 5) that each
follow a 5-spike train (arrowheads) evoked 9s apart by a 80ms depolarizing pulse
(+150pA). A conditioning train (arrow) of 0 – 50 spikes over 1 s each, or 100 spikes
over 2s, was evoked by a corresponding number of 5ms, +500pA DC pulses. B, DAP
amplitude 4s after conditioning trains containing 0 – 100 spikes. ∗∗∗P < 0.001 versus
pre-train, Student-Newman-Keuls tests. The number of MNCs in each group is shown in
parentheses. C, DAP amplitude at various times after a 25-spike conditioning train. A
single exponential function with a time constant of 4.7s was fitted to the data (r2 = 0.84,
data from 9 cells). Reproduced from [BB04].

repetitive firing and so decays and firing ceases. This paradigm closely
corresponds to in vitro activity [AD84a], and the brief persistence of the
DAP is clear in the recording plotted in Figure 1.8. Although the intra-
cellular calcium is still elevated during this time, it is now sub-threshold for
DAP re-activation and, since there is no activity, there is no further influx
and it decays to rest, recall Figure 1.9. D also decays, but if it does so more
slowly than does [Ca2+]i, then R will remain shifted such that the cell stays
sub-threshold and will not fire. While we do not know the true trajectory
of D, recovery of the DAP from activity-dependent inhibition can be fit to
a single exponential with time constant τ = 4.7s [BB04] (see Figure 1.14).

The model thus explains the temporal profile of the firing frequency
throughout the burst. The initial rise and subsequent adaptation are caused
first by the inaugural bootstrapping of the DAP summation and then by
the ensuing activation of IAHP . Since R subsequently remains saturated
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Fig. 1.15 Proposed action of dynorphin on the activation of the DAP. We suggest that

the activation of the κ-opioid receptor by dynorphin desensitizes IK,leak to calcium and
so shifts the activation curve rightward along the calcium axis. Note that the axis in
the right-hand figure has been lengthened, and furthermore that for D > 0, R can go
negative for some values of Ci > Cr.

(R � 1) until the end of the burst, the amplitude of the plateau, and
hence the firing frequency, remains constant despite the increase in D and
its attendant desensitization of IK,leak. As the end of the burst is finally
approached, R, and hence the plateau, starts to decrease until the saddle-
node of Ispike is approached. At this time, the firing frequency starts to
decrease until the saddle-node is crossed and firing ceases. Furthermore,
the foreshortening of the burst by apamin [KB96] results from an increase
in the activity-dependent secretion of dynorphin, and hence a more rapid
increase of D due to the elevated firing rate within the burst.

A prolonged slow depolarization during the silent phase, shown in Figure
1.8(i) also arises in the model and is a consequence of [Ca2+]i decaying faster
than does D. Recall that our hypothesis is that dynorphin desensitizes the
DAP (and thus the plateau) to calcium, thus allowing IK,leak to re-activate
even though calcium remains elevated. The burst then terminates and both
[Ca2+]i and D begin to decay. However if [Ca2+]i decays faster than D, it
approaches its rest while D is still elevated and the calcium-dependence of
the DAP is still shifted. Therefore the calcium concentration temporarily
lies much lower on the IK,leak modulation curve than it does when the
cell is at rest (recall from Equation (1.11) that a∞ can go negative in low
[Ca2+]i). This therefore makes R negative, and so from Equation 1.9 this
in turn increases the amplitude of IK,leak and hyperpolarizes the cell. The
hyperpolarization slowly fades as dynorphin decays and IK,leak eventually
returns to its rest state (R = 0). This overshoot and slow reset is manifest
as a slow depolarization of the membrane potential, and is clear in Figure
1.8(ii). The sequence of events is shown schematically in Figure 1.16.
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Fig. 1.16 The evolution of [Ca2+]iand D throughout and between bursts, and the cor-
responding up- and down-modulation of IK,leak (shown schematically). The cycle starts
from top-left and moves clockwise, and the activation of the DAP/plateau at any time
is denoted by the filled circle. ‘Threshold’ denotes calcium threshold for triggering the
plateau potential (not spike-threshold) and depends on spike-frequency. Note that the
function R denotes the modulation (not activation) of IK,leak and so starts at zero,
but can go negative if [Ca2+]idecays while R is still right-shifted. This negative mod-
ulation corresponds to an upregulation of IK,leak and leads to a hyperpolarization of
the membrane potential. The sequence of events is: (i) spike-driven Ca2+ influx depo-
larizes the cell by depressing IK,leak. The depolarization triggers more spikes, further
increasing [Ca2+]iand so sustaining a plateau and initiating a burst; (ii) subsequent
spikes cause further influx and so saturate the inhibition of IK,leak; (iii) D starts to
increase, desensitizing IK,leak to Ca2+ and raising the plateau threshold until it is no
longer self-sustaining. Plateau then collapses and the burst terminates; (iv) D decays
more slowly than Ca2+ and so remains elevated while Ca2+ decays. Thus IK,leak re-
mains transiently desensitized, causing R to go negative and temporarily hyperpolariz-

ing the membrane. Hyperpolarization decays as D is cleared, and becomes manifest as
a slow-depolarization. As both [Ca2+]iand D decay, the cell returns to its initial state.
Reproduced from [RCA04].
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1.9 The dynamics of dynorphin

Neuromodulation by dynorphin depends not only on its extracellular con-
centration, but also on the interaction between dynorphin and the κ-opioid
receptor, and thus also on the κ-opioid receptor density. We assume that
dynorphin is secreted from the cell’s dendrites when an action potential is
fired, and that it also has some clearance mechanism. To model the effects
of dynorphin on the membrane potential, we represent the transduction
of κ-opioid receptor activation by the dimensionless variable D which in-
creases in some manner when the cell is active, and decreases when it is
silent.

The simplest model is to assume that D is zero when the cell is at rest,
is augmented by an amount ∆ every time the cell spikes (or the membrane
potential crosses some threshold Vthresh), and decreases exponentially when
the cell is quiet, so that

d
dt

D = − 1
τD

D and D = D + ∆ when V = V +
thresh (1.13)

where we set τD to be equal to the time constant for recovery from activity
dependent inhibition of the DAP (i.e. τD = 4.7s, see Figure 1.14), and for
concreteness we set the voltage threshold Vthresh = 0mV. Whilst it appears
that a single spike is able to trigger somato-dendritic secretion in oxytocin
cells [dKWB+03], functional feedback effects of peptides thus released are
only evident after clusters of spikes [BLL04b] and so ∆ should be thought
of as the average secretion per spike.

To include the effect of receptor insertion into the membrane, in
[RCA04] we assumed that ∆ depends directly on D, so that

∆(D) = ξ + γD (1.14)

where ξ is a small constant bias term that breaks the symmetry of the
D = 0 state.

1.10 Analysis of bursting

A burst is driven by two slow variables: Ci, which is excitatory, and D,
which is inhibitory and must have a slower time-course than Ci. This
model differs significantly from that of [RL87] since here the slow system
does not oscillate autonomously. Instead the slow variables are driven by
the spiking activity since both Ci and D only increase when the cell fires
an action potential.
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The standard methodology for analyzing bursting models such as this
one is to adiabatically decouple the full model into two disconnected sub-
systems [RL87], FAST and SLOW, such that:

• FAST includes all currents that have a time-course of milli-
seconds, i.e. those that contribute to single spikes (Ispike)

• SLOW comprises all processes with a time-course of seconds, such
as the calcium–dynorphin oscillation and its effect on the plateau

The AHP provides a third, distinct, time-scale (τAHP � 500ms). How-
ever since phasic activity still occurs during pharmacological block of IAHP ,
and further since its major role appears to be to set the steady-state firing
frequency during the burst [KB96], here we consider this current as part of
the FAST subsystem.

1.10.1 FAST

The bifurcation diagram of FAST is shown in Figure 1.17, using the ampli-
tude of the plateau, R as a bifurcation parameter. For R < Rthresh FAST
has a stable steady-state and the cell remains at rest. When R is increased
above Rthresh, the system passes through a saddle node (SN) bifurcation
to a stable limit cycle that underlies repetitive firing. The system is not
bistable in the region of the SN, and so again reverts to the steady-state
when R is brought back below Rthresh.

1.10.2 SLOW

The dissociation of SLOW from FAST is complicated by the fact that the
two subsystems are not autonomous, and since SLOW is strongly coupled
to FAST their decomposition is non-trivial. A further difficulty is that
the plateau activation, R, depends not only on Ci, but also on V , which
introduces a second direct coupling between SLOW and FAST . However
R is saturated during most of the burst and so its voltage dependence is
only effectual during the initial rise and the final fall of the plateau. Thus
we may further simplify by considering only the calcium dependence.

The slow Ci − D subsystem may be dissected out of the full model by
using the technique of average nullclines [STR93; BRC95; BCB97], which
necessitates a numerical integration of the spiking currents over the whole
cycle of one action potential. However a simpler reduction can be obtained
for this model by instead rewriting Equations (1.5) and (1.13) as a firing rate
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Fig. 1.17 The bifurcation diagram of FAST, for Iapp = 0, using R, the relative am-
plitude of the plateau potential as a parameter. For R < Rthresh FAST has a stable
steady-state and the cell remains at rest. The rest state loses stability via a saddle-node
bifurcation (SN) if R is raised about Rthresh, and FAST moves to a stable limit cycle.
For larger values of R, FAST does in fact exhibit a second fixed point which bifurcates
to another stable limit cycle via a Hopf bifurcation (HB), and this branch of limit cycles
in turn lose stability through a period doubling (PD) bifurcation, but for R ∈ [−1, 1] this
latter manifold is not simply connected to the former by any stable trajectory. Thus it
is inaccessible within the physiological range of behaviour and so does not correspond to
any observed state.

model and using this ansatz to decouple the subsystem (see also [RL86]):

d

dt
Ci = ν(R)∆Ca − 1

τCa

(Ci − Cr) (1.15)

d

dt
D = ν(R)∆D − D

τD

(1.16)

where ν is the cell’s firing frequency; ∆Ca, ∆D are the incremental increases
of Ci and D per spike respectively; and τCa = 2.33s and τD = 4.9s are the
decay constants of calcium and D. ν is measured as the reciprocal of
the time between two consecutive spikes, and is a function of the plateau
activation, viz. ν ≡ ν(R). In [RL86] the incremental increase of the slow
variable was obtained by integrating the calcium current over a single action
potential cycle, however ∆Ca has been measured experimentally [RCS+03],
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and ∆D is not a constant, but is given by Equation (1.14).
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Fig. 1.18 The threshold for the activation of a regenerative plateau, Rthresh, depends
linearly on Iapp. Points are numerically computed values of threshold, bold line shows
linear fit. Note that Rthresh falls below zero for Iapp � 1.21, and furthermore that since
R ≡ 0 ∀V when at rest (i.e. [Ca2+]i ≡ [Ca2+]rest, D ≡ 0), then this is the threshold
for the onset of phasic activity.

We wish to examine how the dynamics of SLOW vary under depolar-
ization, however the reduction given by Equations (1.15) and (1.16) does
not explicitly include the effects of the applied current Iapp. Nevertheless
Iapp does appear implicitly since its effect when increased is to raise the
rest potential, and this in turn lowers the threshold for activation of the
regenerative plateau, Rthresh. Numerically we find that Rthresh can be fit
to a linear function of Iapp, as shown in Figure 1.18, and so increasing Iapp

simply shifts the FAST bifurcation diagram (recall Figure 1.17) leftward.
For large Iapp, Rthresh falls below zero (R = 0), so that the “rest” state
lies above the saddle node of the spiking currents and the cell fires con-
tinuously. However R is oscillatory during phasic activity, and so causes
SLOW to propel FAST back and forth through the bifurcation. In com-
mon with the Plant model [RL86], each oscillation corresponds to a single
burst/silent period. Since FAST is not bistable, there is no possibility for
hysteresis and so SLOW here must comprise (at least) two slow variables,
Ci and D. Furthermore the excitatory variable (Ci) must be significantly
faster (τCa = 2.33s) than the inhibitory influence (D; τD = 4.9s) [Rin87].

The firing rate, ν, can be numerically determined for any given R, by
evaluating Equation (1.2) until spike frequency adaptation is complete and
then taking the reciprocal of the interspike interval. Empirically we find
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that ν can be fit to the function (see Figure 1.19)

ν =

{
0 R ≤ Rthresh

Γ (R − Rthresh)γ
R > Rthresh

(1.17)

where both the constant, Γ = 24.63, and the exponent, γ = 0.62, are
numerically determined, and we further note that since the value of Rthresh

depends linearly on Iapp (recall Figure 1.18) the effects of depolarization
are indeed implicit, not explicit, within this system.

The nullclines of the slow system for Iapp = 0 are plotted in Figure
1.20, and are similar to those of the Morris-Lecar model (see e.g. [ML81;
RE98]): the Ci nullcline is N -shaped, while the D nullcline initially runs
horizontally before increasing steeply and monotonically. (There is another
symmetric nullcline for D < 0, but this corresponds to a non-physical
solution.) The nullclines intersect at 3 fixed points, the lowest of which,
[Ci ≡ Cr, D ≡ 0], is stable; and small, transient, perturbations relax
back to this point. However, as with the Morris-Lecar model, the system is
excitable and a large excursion of SLOW – corresponding to an evoked burst
in the full model – can be triggered if Ci is elevated by �30nM. Such Ca2+ -
transients typically arise in vitro after 2-3 concurrent spikes [RCS+03], and
this accords with the triggering of single bursts in a non-phasic cell with a
few evoked, proximal spikes (see above).

A small increase of Iapp causes the D nullcline to shift leftward, al-
though its shape is maintained and the fixed point remains stable. The
corresponding effect on Ċi = 0 is twofold: the nullcline not only trans-
lates vertically, but its right-hand ‘knee’ moves further to the right. The
sum of these effects that the system remains excitable but with a depressed
threshold and an increased oscillation amplitude. (The increased amplitude
translates to higher values of both Ci and D during the burst.) However,
if Iapp becomes large enough then the left knee of Ċi = 0 rises above the
D nullcline, causing the two lower fixed points to coalesce and disappear
in a saddle-node bifurcation. This loss of stability is the nascence of phasic
activity, and examples of repetitive phasic bursting in both the model and
in vitro are shown in Figure 1.22. Thus SLOW also exhibits Class I ex-
citability: emergent, fixed-amplitude, arbitrarily low-frequency oscillations,
as with the Morris-Lecar model (but cf. [LDL03]). Note that, in contrast to
the FAST subsystem, each oscillation of SLOW represents a full burst of
spikes and a subsequent silent phase, rather than a single action potential.

As Iapp increases still further, the Ci nullcline continues to rise and
the right knee moves further to the right, and so SLOW oscillates with
a further increasing burst amplitude. Eventually the intersection of the
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Fig. 1.19 The steady-state, intra-burst firing rate, ν, plotted as a function of R, the
activation of the plateau potential, for various values of Iapp. The intersection of ν(R)
with the abscissa defines Rthresh for a given Iapp, see Figure 1.18. Symbols correspond
to numerically determined values of ν for different values of Iapp: + denotes Iapp =
0, while × denotes Iapp = 0.5. For any given R, ν(R) is computed by numerically
evaluating Equations (1.2) and (1.9) until spike-frequency adaptation has ended and
then taking the reciprocal of the interspike interval. Dashed lines show the fit to Equation
(1.17). The non-linearity of ν(R) stems from the fact that R is not the amplitude of
a constant depolarization, but is the modulation of a potassium current with a reversal
potential.

nullclines moves from the middle branch to the left branch and so stabilizes
the fixed point via a Hopf bifurcation. Thus SLOW eventually ‘locks up’
and ceases to oscillate, while FAST is supra-threshold, and this is the final
transition from phasic to a fast-continuous pattern. Note that when the
oscillation ceases, the plateau activation, R, tends to a constant, non-zero
value. This is also seen in vitro, since a persistent plateau remains evident
when fast-continuous cells are briefly hyperpolarized below spike threshold
[AD84a].

SLOW therefore has three distinct modes: a subthreshold/excitable
mode, an oscillatory mode, and a steady-state that lies above spike thresh-
old. These three modes are also enunciated on the SLOW subsystem bi-
furcation diagram plotted in Figure 1.21. The phasic behaviour seen both
in vitro and in vivo may correspond not only to the oscillatory mode, but
might also be engendered during the subthreshold/excitable mode if single
bursts are repeatedly evoked, e.g. by strong synaptic input. Finally, the
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Fig. 1.20 The SLOW phase plane for increasing Iapp. Bold lines show the trajectory
of SLOW when started from an initial condition of [Ci = 150nM, D = 0] (shown as a
filled circle). This is equivalent to the calcium transient occurring after three concurrent
evoked spikes. (i) [Iapp = 0] The Ci and D nullclines intersect thrice: a single, stable
fixed-point [Ci ≡ Cr, D ≡ 0] and two unstable fixed points. SLOW has an unstable
limit cycle and is excitable for large, transient perturbations. An excitable burst is clear
in the trajectory which terminates at the fixed point (filled diamond). (ii) [Iapp = 3.0]
The nullclines now have only a single point of intersection. SLOW has a stable limit
cycle and is therefore oscillatory, as shown in the trajectory. (iii) [Iapp = 5.5] The
intersection of the Ci and D nullclines moves from the middle branch to the left branch,

and SLOW stabilizes to a fixed point via a Hopf bifurcation. SLOW is still excitable
when started from the initial condition [Ci = 150nM, D = 0] but since Cr now lies
above this point, the burst does not repeat.

supra spike-threshold steady state may correspond to the fast-continuous
discharge mode seen during prolonged dehydration in vivo [PBW88].

When subthreshold, SLOW exhibits Class I excitability [Hod48; RE98]
and so is directly analogous to the Morris-Lecar model for barnacle muscle
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Fig. 1.21 The bifurcation diagram of the SLOW subsystem. The diagram can be sub-
divided into three regions, and these may be related to the three modes of behaviour
observed both in vitro and in vivo. The left-hand section of the diagram has a only a

single stable fixed point, which is below spike-threshold and corresponds to the resting

state. In this region SLOW is excitable and a single burst can be evoked when Ci is
transiently elevated. When Iapp is raised above Ithresh, the stable fixed point collides
with an unstable fixed point and they coalesce in a saddle-node bifurcation (SNIC). Thus
the center of the diagram contains a stable limit cycle, which corresponds to repetitive,
phasic bursting. As Iapp increases yet further, the limit cycle disappears in a Hopf
bifurcation (HB) so that the right-hand side of the diagram again has only a single, stable
fixed-point. However, this fixed point is now supra-threshold for spiking, and so this
mode may correspond to the fast continuous spiking seen during sustained dehydration
in vivo.

fibres [ML81]. Excitable bursting of this sort was discussed briefly by [Izh00]
(but see also [SSP95; BCB97]), and was analyzed extensively, within the
context of the ghost-burster model [DLLM02] for the pyramidal cells of
weakly electric fish, by [LDL03]. However the reduction presented here is
closer in spirit to the Morris-Lecar model than is the ghost-burster, since
the latter is only excitable when the corresponding FAST subsystem is
oscillating periodically. The ghost-burster’s excitability therefore depends
on the phase of FAST at the time of stimulation, while our AVP model
shows no phase dependence, and so here the analogy with type I excitability
is exact.
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Fig. 1.22 Phasic activity occuring in MNC’s during sustained depolarization: (i) ex-
perimental recordings and (ii) model. Note silent phase characterized first by post-burst
DAP, and then by slow depolarization. Both active and silent phases of the burst have
mean length ∼20s (see text), but display a wide variability both in vitro and in vivo.
Model parameters are Iapp = 1.28, λ = 0.6 and Γ = 0.4. Phasic activity only occurs
when the model is depolarized above spike-threshold, and the oscillation is driven by
an upregulation of IK,leak which transiently depresses V below threshold and interrupts

firing. Reproduced from [RCA04].

1.11 Discussion

1.11.1 A dual role for calcium

By activating the AHP, calcium is usually perceived as a messenger of elec-
trical inhibition rather than excitation (see e.g. [VLMA98]). However in
AVP cells it plays two opposing roles: not only does it mediate both short-
and long-term inhibition via the activation of BK and SK channels (Ic and
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IAHP ), but it can also excite the cell by turning off the resting K+ current,
IK,leak [LH97]. Having two such antithetical functions appears at first
glance to be contradictory. However there is a delicate interplay between
the DAP and the AHP that is dictated by their respective time-scales, and
whether the cell exhibits a depolarizing or a hyperpolarizing after-potential
depends both on the stimulation frequency and also the number of spikes
in the train [AD84b]. In phasic neurones strongly expressing DAPs, pro-
longed low frequency stimulation (<1Hz) evokes single spikes and conse-
quent DAPs, which then fade to the resting potential. At intermediate
frequencies (>1Hz and <10Hz) the DAPs sum to form a regenerative de-
polarized plateau potential which can then support endogenous firing via
positive feedback [AD83]. In contrast, at higher frequencies (>10Hz) the
AHP becomes predominant and instead a net hyperpolarization occurs (see
Figure 1.4b). Thus calcium acts here both to amplify signals of a certain
bandwidth, and to filter stimulation that is of too high or too low a fre-
quency. Furthermore, since the DAP is also voltage-dependent, this signal
processing is labile and depends on the membrane potential. Thus the
depolarization occurring during osmotic stress magnifies the gain of the
amplification, and contributes to phasic activity.

1.11.2 Alternative mechanisms for the plateau potential

Here we have adopted the paradigm, initially proposed by [LH97], that
the DAP is a Ca2+ -mediated reduction in a resting K+ -current. Not only
does this model show burst initiation and termination profiles that closely
agree with experiment, but it also clarifies some more subtle features of
the cells’ electrical activity (e.g. the post-burst DAP and the intra-burst
slow-depolarization). However, it is also possible that DAP is caused by a
Ca2+ -activated non-specific cation (CAN) current [Bou86; GLB02].

In [RCA04] we also examined a model based on the activation and
modulation of a CAN current, and showed that, to a first approximation,
both models are equivalent since the former is the addition of a depolarizing
current while the latter is the subtraction of a hyperpolarizing current. If
we also assume that desensitization to Ca2+ causes burst termination in
both cases, then both models support burst initiation, the plateau potential
and burst termination, and so their active phases are indistinguishable.
However, recall that R goes negative when [Ca2+]i < [Ca2+]rest and that
this causes the slow-depolarization between bursts. In our model this can
be readily interpreted as an upregulation of the resting current IK,leak, but
if ICAN = 0 at rest in the CAN model, then the corresponding mechanism
is less fathomable since it should not reverse in low calcium.

We therefore proposed that if ICAN were to be a persistent current,
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contributing to the resting membrane potential in a similar manner to that
which we originally proposed for IK,leak, then it is conceivable that it too
could be both up- and down-regulated by [Ca2+]i and dynorphin. Thus a
CAN model can only fully explain phasic activity if it is driven by a non-
specific cation current that is partially active at rest. Such a current has
recently been observed by [HGSK03], but it has not yet been shown to be
modulated by [Ca2+]i.

1.11.3 Excitable bursting

Is burst excitability physiologically useful, or is it merely an artefact of the
dynamics? The answer probably lies in the ability of these nuclei to respond
to and to integrate multifarious inputs. Recall that phasic firing is the dis-
charge mode most efficient for release from AVP nerve terminals [Bic88].
Thus, while some efferents, e.g. histaminergic inputs from the tuberomamil-
lary nucleus [AS85; LH96], cause a tonic and sustained depolarization and
so might educe oscillatory, or supra-threshold bursting. Others, for exam-
ple NMDA receptor activation [MMGH94], have a punctuate effect on the
cells membrane potential and so can only elicit single spikes. Nevertheless,
such discrete input can evince a phasic discharge if excitable bursts are re-
peatedly evoked, and this may in turn be achieved by triggering spikes with
a mean rate of as low as 3Hz [PBW88]. Thus for MNCs in vivo, excitable
bursting might allow the SON swiftly to amplify intermittent synaptic input
into the most efficient discharge mode for secretion.
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